
International Journal of Hydrogen Energy 94 (2024) 510–524 

A
0
(

Contents lists available at ScienceDirect

International Journal of Hydrogen Energy

journal homepage: www.elsevier.com/locate/he

TDS Simulator: A MATLAB App to model temperature-programmed
hydrogen desorption
Enrique García-Macías a,b, Zachary D. Harris c, Emilio Martínez-Pañeda d,∗

a Department of Civil and Environmental Engineering, Imperial College London, London SW7 2AZ, UK
b Department of Structural Mechanics and Hydraulic Engineering, University of Granada, Campus de Fuentenueva s/n, Granada, 18071, Spain
c Department of Mechanical Engineering and Materials Science, University of Pittsburgh, Pittsburgh, PA 15261, USA
d Department of Engineering Science, University of Oxford, Oxford OX1 3PJ, UK

A R T I C L E I N F O

Keywords:
Hydrogen
Diffusion
Thermal desorption spectroscopy
Trapping
MATLAB

A B S T R A C T

We present TDS Simulator, a new software tool aimed at modelling thermal desorption spectroscopy (TDS)
experiments. TDS is a widely used technique for quantifying key characteristics of hydrogen-material interac-
tions, such as diffusivity and trapping. However, interpreting the output of TDS experiments is non-trivial and
requires appropriate post-processing tools. This work introduces the first software tool capable of simulating
TDS curves for arbitrary choices of material parameters and hydrogen trap characteristics, using the primary
hydrogen diffusion and trapping models (Oriani, McNabb–Foster). Moreover, TDS Simulator contains a specific
functionality for loading experimental TDS data and conducting the inverse calibration of a selected transport
model, providing automatic estimates of the density and binding energy of each hydrogen trap type in the
material. In its first version, TDS Simulator is provided as a MATLAB App, which is made freely available to the
community and provides a simple graphical user interface (GUI) to make use of TDS Simulator straightforward.
As reported in the present manuscript, the outputs of TDS Simulator have been extensively validated against
literature data. Demonstrations of automatic determination of trap characteristics from experimental data
through the optimization tool are also provided. The present work enables an efficient and straightforward
characterization of hydrogen-material characteristics relevant to multiple applications, from nuclear fusion
to the development of hydrogen-compatible materials for the hydrogen economy. TDS Simulator can be
downloaded from https://mechmat.web.ox.ac.uk/codes.
1. Introduction

Hydrogen is a critical component of proposed decarbonization
strategies due to its natural abundance, minimal projected environmen-
tal impact, and potential for decarbonizing traditionally hard-to-abate
industries [1–3]. However, while it is clear that hydrogen offers signifi-
cant promise as an energy carrier, a key impediment to the proliferation
of a hydrogen-based economy is the propensity for hydrogen to degrade
the mechanical properties of structural metals [4]. This hydrogen
embrittlement phenomenon has been responsible for several recent
high-profile component failures, such as the well-publicized fracture of
32 anchor rods on the new eastern span of the San Francisco-Oakland
Bay Bridge [5]. While many factors can influence the susceptibility of
a material to hydrogen embrittlement, variations in hydrogen–metal
interactions (e.g., hydrogen uptake, diffusion, and trapping) have a
particularly strong effect. For example, the extent of degradation in
alloy toughness or ductility has been shown to strongly depend on
hydrogen concentration [4,6,7]. Similarly, a strong correlation between
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the Stage II subcritical crack growth rate and hydrogen diffusivity
has also been observed across a wide range of metallic materials [8].
As such, quantifying hydrogen-material interactions parameters can
provide insights into embrittlement susceptibility; such insights are
especially useful when developing new materials given that hydrogen
diffusivity, uptake, and trapping behaviour are strongly influenced by
alloy microstructure [9–11].

These dependencies have motivated the development of various
experimental methods and techniques for assessing hydrogen–metal
interactions [12,13]. For example, total hydrogen content can be de-
termined via inert gas fusion, vacuum fusion, silicone oil, and laser
thermal desorption [14], while techniques such as the Barnacle cell
method enable quantification of the diffusible hydrogen content [15].
However, the two most widely adopted methods for evaluating hydro-
gen interactions with metallic microstructure are hydrogen permeation
and thermal desorption spectroscopy (TDS) [16,17]. Briefly, perme-
ation involves the generation and uptake of hydrogen on one side of
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Nomenclature

𝛽 Number of normal interstitial lattice sites per
lattice atom [–]

𝛥𝐻 (𝑖) Trap binding enthalpy of trap type 𝑖 [J/mol]
𝜈(𝑖)𝑑 Vibration frequency of the hydrogen atom hop-

ping from a trap to a lattice site [Hz]
𝜈(𝑖)𝑡 Vibration frequency of the hydrogen atom hop-

ping from a lattice site to a trap [Hz]
𝜙 Heating rate [K/s]
𝜃𝐿 Occupancy of lattice sites [–]
𝜃0𝐿 Initial occupancy of lattice sites [–]
𝜃(𝑖)𝑇 Occupancy of trap type 𝑖 [–]
𝐶0 Total initial hydrogen concentration [mol/m3]
𝐶𝐿 Hydrogen concentration in lattice sites [mol/m3]

𝐶0
𝐿 Initial hydrogen concentration in lattice sites

[mol/m3]
𝐶 (𝑖)
𝑇 Hydrogen concentration in trapping sites of type

𝑖 [mol/m3]
𝐷0 Pre-exponential factor for lattice diffusion [m2/s]

𝐸(𝑖)
𝑑 Activation energy for release (detrapping) of trap

type 𝑖 [J/mol]
𝐸𝐿 Activation energy for lattice diffusion [J/mol]
𝐸(𝑖)
𝑡 Activation energy for capture (trapping) of trap

type 𝑖 [J/mol]
𝐽 Hydrogen flux [mol m/s]
𝐾 (𝑖) Equilibrium constant for the 𝑖th trap type [–]
𝑘(𝑖) Pre-exponential constant for the capture rate [–]
𝐿 Thickness of the specimen [m]
𝑁𝐿 Number of lattice sites per unit volume [mol/m3]

𝑁 (𝑖)
𝑇 Number of trap sites of type 𝑖 per unit volume

[mol/m3]
𝑝(𝑖) Pre-exponential constant for the release rate [–]
𝑅 Universal gas constant [J/(mol⋅K)]
𝑇 Temperature [K]
𝑡 Time [s]
𝑡rest Resting time [s]
𝑇𝑚𝑖𝑛, 𝑇𝑚𝑎𝑥 Minimum and maximum temperatures [K]

a thin membrane (via gaseous hydrogen exposure or electrochemical
hydrogen production) and then measuring the rate of hydrogen effusion
on the other side via mass spectrometry, change in vacuum pressure, or
xidation current density [18]. The hydrogen flux versus time data are

then evaluated using various theoretical models to determine the effec-
ive hydrogen diffusivity and diffusible hydrogen concentration for the

employed environment/material combination. The benefits of electrop-
ermeation are the ease of implementation and straightforward analysis
of generated data, but this method is prone to significant test-to-test
variability [17,19,20]. Conversely, TDS involves controlled out-gassing
f a hydrogen pre-charged specimen as a function of temperature, with
he hydrogen flux monitored via (e.g.) a high-resolution mass spectrom-
ter (Fig. 1). Analysis of the hydrogen flux versus temperature or time

then enables the determination of hydrogen trapping characteristics
(binding energies, site densities), effective diffusivity, and total hydro-
gen concentration [13]. The benefits of TDS experiments are the ability
to calculate most primary hydrogen–metal interaction parameters, but
uch experiments generally require an ultra-high vacuum environment

and the use of uniformly pre-charged specimens, although ambient
 w
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pressure systems are now commercially available (albeit with reduced
ydrogen sensing resolution).

In addition to the need for specialized equipment, another chal-
lenge associated with TDS measurements is the interpretation of the
desorption spectra [21–24]. Several theoretical frameworks have been
roposed to relate TDS output to trapping characteristics, with the three
ost common ones being (1) McNabb and Foster [25], (2) Oriani [26],

and (3) Kissinger [27,28]. McNabb and Foster’s model provides a
generalized treatment that explicitly includes hydrogen trapping and
detrapping kinetics in the treatment of hydrogen diffusion [29,30].
Oriani sought to simplify McNabb and Foster’s framework by assuming
a local equilibrium between trap sites and the lattice [26], which
reduces the McNabb and Foster framework to a single equation [31,32].
Lastly, Kissinger [27] assumes a detrapping-dominated paradigm where
diffusion is infinitely fast, which also simplifies the McNabb and Foster
framework and enables straightforward determination of trap binding
energies [28]. Kissinger’s method, also referred to as the Choo-Lee
approach, is frequently used due to its simplicity but the assumptions
employed result in a very narrow regime of validity. Specifically,
since it assumes infinitely fast diffusion, it is only suitable for a small
range of heating rates, sufficiently thin samples, and high-diffusivity
materials [33–35]. Moreover, removing an effect of diffusion inherently
precludes capturing the effect of specimen thickness, trapping densities
r initial hydrogen concentration. For this reason, both Oriani and

McNabb–Foster models are often of interest for analysing TDS spectra,
ut such approaches require the use of numerical tools which are not
eadily available across the hydrogen community. The present work
ims to fill this need by providing the first generalized framework for
nalysing TDS data, including both McNabb and Foster and Oriani-
ased analyses for an arbitrary number of traps, and the first standalone
oftware package for conducting virtual TDS experiments. In this way,
he present work contributes to ongoing efforts in the community aimed
t providing software tools to facilitate an improved understanding of
ydrogen-material interactions [36–38].

In the remainder of this paper, we proceed to describe the char-
cteristics of TDS Simulator, the new software tool that we have de-
eloped to automate the analysis of TDS data. TDS Simulator provides
 GUI-based platform for creating synthetic TDS data and assessing
xperimental TDS spectra using the primary theories for hydrogen trap-
ing and desorption. Critically, this MATLAB App enables the efficient
etermination of trapping parameters from experimental data using a
eterministic parameter inference algorithm. To establish appropriate
ontext, we begin by providing a concise review of the relevant theories
or modelling TDS data in Section 2. An overview of the software tool

is then provided in Section 3. The robustness of the software package is
emonstrated by validating against analytical and numerical data from
he literature (Section 4), and its usage is exemplified by determin-

ing trapping characteristics from experimental TDS data (Section 5).
inally, the manuscript ends with concluding remarks in Section 6.

2. Theory: a generalized multi-trap framework for hydrogen trans-
port

Thermal desorption spectroscopy (TDS) experiments measure the
hydrogen desorption rate from a sample of thickness 𝐿 that contains a
given hydrogen concentration. Plate or disk-like samples are typically
used. The specimen, uniformly precharged with a hydrogen concen-
tration 𝐶𝐿 = 𝐶0

𝐿 at 𝑡 = 0 for all 𝑥 ∈
[

−𝐿∕2, 𝐿∕2], is located in a
furnace (Fig. 1(a)). The hydrogen leaving the sample by diffusion, at
the two parallel surfaces at 𝑥 = −𝐿∕2 and 𝑥 = 𝐿∕2, is monitored by
a mass spectrometer as the temperature rises from 𝑇0 at a constant
heating rate 𝜙. The problem is effectively one-dimensional, as 𝐿 is

uch smaller than any other sample dimension such that desorption
akes place predominantly through the sample thickness. The hydrogen
toms in the metal can occupy normal interstitial lattice sites (NILS) as

ell as trapping sites, such as interfaces or dislocations. Thus, the total
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Fig. 1. Thermal desorption spectroscopy (TDS) to unravel hydrogen-material interactions; (a) Schematic illustration of a type of TDS apparatus, and (b) a schematic of the different
energy levels involved in the diffusion of hydrogen in metals.
Fig. 2. Hydrogen desorption in TDS experiments; (a) A schematic illustration of initial and boundary conditions in a TDS test; (b) Transient solution curves of the normalized
lattice occupancy fraction 𝜃𝐿∕𝜃0𝐿 at different times 𝑡 along the specimen’s thickness; (c) A schematic of typical hydrogen desorption flux versus temperature curves obtained in a
TDS test.
hydrogen concentration 𝐶 is the sum of lattice hydrogen concentration
𝐶𝐿 and trapped hydrogen concentration 𝐶𝑇 .

To model the trapping/detrapping kinetics of hydrogen atoms, the
energy landscape for the diffusion of hydrogen in metals in Fig. 1(b)
is commonly assumed. In this figure, the terms 𝐸𝑡 and 𝐸𝑑 denote the
trapping and detrapping enthalpies, respectively. Specifically, 𝐸𝑑 is the
activation energy required for hydrogen to move from a trap site to
a lattice site, while 𝐸𝑡 is the activation energy for hydrogen to move
from a lattice site to a trap site. On this basis, the trap binding energy is
defined as 𝛥𝐻 = 𝐸𝑡−𝐸𝑑 . The term 𝐸𝐿 stands for the diffusion activation
energy. As the temperature rises, the lattice hydrogen concentration
𝐶𝐿(𝑥, 𝑡) evolves spatially and temporally as shown in Fig. 2(b). In
general, stronger traps release hydrogen at higher temperatures in a
TDS experiment. As the temperature increases with the given rate, the
trapped hydrogen is able to escape from the trap sites and diffuses out,
resulting in a measured flux profile similar to that shown in Fig. 2(c).

In this light, the evolution of the lattice concentration 𝐶𝐿(𝑥, 𝑡) of
hydrogen atoms through a crystal lattice in the absence of traps is
governed by Fickian diffusion over the lattice sites. Nevertheless, in
the presence of traps, hydrogen diffusion is modified by both trapping
and detrapping of hydrogen atoms. Mass conservation dictates that the
rate of change of total concentration equals the net flux of diffusing
hydrogen atoms. Assuming there are 𝑛𝑡 types of hydrogen traps, the
governing equation of hydrogen diffusion can be written in the form of
an extended one-dimensional Fick’s second law as:

𝜕 𝐶𝐿 +
𝑛𝑡
∑ 𝜕 𝐶 (𝑖)

𝑇 = 𝐷𝐿
𝜕2𝐶𝐿 , (1)
𝜕 𝑡 𝑖=1 𝜕 𝑡 𝜕 𝑥2
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where the superscript 𝑖 is used hereinafter to relate the corresponding
quantity to the 𝑖th trap, with a given trap binding energy 𝛥𝐻 (𝑖). Typ-
ically, each type of microstructural defect (dislocations, grain bound-
aries, carbides, etc.) is considered a distinct trap type and assigned
a different 𝛥𝐻 (𝑖). But a higher level of detail can also be provided;
e.g., different types of grain boundaries or dislocation regions can
be considered different trap types, with different trap densities and
binding energies. The variable 𝐷𝐿 denotes the lattice diffusion coef-
ficient, which is expressed in terms of the temperature 𝑇 = 𝑇0 + 𝜙𝑡,
lattice activation energy 𝐸𝐿, diffusion pre-exponential factor 𝐷0, and
the universal gas constant 𝑅: 𝐷𝐿 = 𝐷0 exp(−𝐸𝐿∕𝑅𝑇 ). The heating rate
𝜙 is so slow compared to the rate of thermal diffusion that the TDS
specimen is assumed to have a spatially uniform temperature 𝑇 (𝑡). The
hydrogen concentration in the lattice can be defined as 𝐶𝐿 = 𝜃𝐿𝑁𝐿,
where 𝑁𝐿 denotes the number of interstitial sites per unit volume and
𝜃𝐿 is the lattice occupancy fraction (0 < 𝜃𝐿 < 1). The former is typically
estimated as 𝑁𝐿 = 𝛽 𝑁𝐴𝜌𝑀∕𝑀𝑀 , where 𝛽 is the number of NILS per
lattice atom (𝛽 = 6 for bcc iron, 𝛽 = 1 for fcc iron), 𝑁𝐴 is Avogadro’s
number, 𝜌𝑀 is the material mass density, and 𝑀𝑀 is the molar mass.
In the literature, traps are often deemed reversible if they are weak
traps (i.e. low |𝛥𝐻|), which readily release hydrogen, and irreversible
if they are strong traps (i.e. high |𝛥𝐻|). However, all trapping sites are
reversible if a sufficiently wide range of time scales and temperatures
is considered, and are therefore mathematically treated as such. Ac-
cordingly, the hydrogen concentration at reversible traps is given by
𝐶𝑇 = 𝜃𝑇𝑁𝑇 , where 𝑁𝑇 is the trap density and 𝜃𝑇 is the fractional
occupancy of trap sites.

To solve the partial differential equation (PDE) in Eq. (1), numerical
integration is required. To this aim, the initial and boundary conditions
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sketched in Fig. 2(a) are considered. Initially, at time 𝑡 = 0, the
specimen is at temperature 𝑇0 with an initial uniform lattice occupancy
𝐿 = 𝜃0𝐿. Thereafter, the hydrogen lattice occupancy 𝜃𝐿 = 0 at the

boundaries 𝑥 = ±𝐿∕2 is maintained. In other words, the boundary value
roblem has as initial condition 𝜃𝐿(𝑥, 𝑡 = 0) = 𝜃0𝐿, with 𝜃0𝐿 being given

by 𝜃0𝐿 = 𝐶0
𝐿∕𝑁𝐿, and the boundary condition reads 𝜃𝐿(±𝐿∕2, 𝑡 > 0) = 0.

Once solved, the flux of hydrogen atoms 𝐽 (𝑡) diffusing out at the
boundaries 𝑥 = ±𝐿∕2 can be estimated. Assuming 𝐽 (𝑡) as the number
f hydrogen atoms that exit the specimen per unit surface area, per unit

time, the flux can be calculated from the concentration gradient at the
surface of the sample (𝑥 = ±𝐿∕2) as:

𝐽 (±𝐿∕2, 𝑡) = −𝐷𝐿
𝜕 𝐶𝐿
𝜕 𝑥 |𝑥=±𝐿∕2. (2)

More often, experimental TDS spectra are shown in terms of the
hydrogen desorption rate 𝛥𝐶, which can be estimated as

𝛥𝐶 = 𝛥𝐶𝐿 +
𝑛𝑡
∑

𝑖=1
𝛥𝐶 (𝑖)

𝑇 = 1
𝐿

d ∫ 𝐿∕2
−𝐿∕2 𝐶𝐿(𝑥, 𝑡)d𝑥

d𝑡 +
𝑛𝑡
∑

𝑖=1

1
𝐿

d ∫ 𝐿∕2
−𝐿∕2 𝐶

(𝑖)
𝑇 (𝑥, 𝑡)d𝑥

d𝑡 .

(3)
To complete the definition of the governing model in Eq. (1), it

remains to define the rate of trapped hydrogen concentration 𝜕 𝐶 (𝑖)
𝑇 ∕𝜕 𝑡

considering the kinetics of trapping and detrapping. In the following,
three different approaches commonly adopted for interpreting TDS data
re concisely overviewed.

2.1. No trapping

Under the assumption of no trapping, Eq. (1) reduces to the classical
ick’s Second Law. Assuming the diffusion coefficient 𝐷𝐿 to be temper-
ture dependent, the diffusion equation can be solved in closed form
y variable separation. Considering the aforementioned boundary and
nitial conditions, the lattice hydrogen concentration profile can then
e obtained as [39,40]:

𝐶𝐿(𝑥, 𝑡) =
4𝐶0

𝐿
𝜋

∞
∑

𝑛=0

(−1)𝑛

2𝑛 + 1 exp

[

−
𝜋2(2𝑛 + 1)2𝐷𝑓 𝑡(𝑡)

𝐿2

]

cos
[

(2𝑛 + 1)𝜋 𝑥
𝑙

]

,

(4)

where the term 𝐷𝑓 𝑡 is defined as:

𝐷𝑓 𝑡(𝑡) = ∫

𝑡

0
𝐷𝐿 d𝑡 = 1

𝜙 ∫

𝑇

0
𝐷𝐿 d𝑇 . (5)

2.2. McNabb-foster governing equations

The general equilibrium equation proposed by McNabb and Foster
eads [29]:
𝜕 𝜃(𝑖)𝑇
𝜕 𝑡 =

[

𝜈(𝑖)𝑡 exp

(

−
𝐸(𝑖)
𝑡

𝑅𝑇

)

𝜃𝐿
(

1 − 𝜃(𝑖)𝑇
)

− 𝜈(𝑖)𝑑 exp

(

−
𝐸(𝑖)
𝑑

𝑅𝑇

)

𝜃(𝑖)𝑇
(

1 − 𝜃𝐿
)

]

×

(

𝑁𝐿

𝑁𝐿 +𝑁 (𝑖)
𝑇

)

, (6)

where the terms 𝜈(𝑖)𝑡 and 𝜈(𝑖)𝑑 respectively denote the vibration frequency
of the hydrogen atom hopping from a lattice site to a trap and from a
rap to a lattice site. It is commonly assumed that 𝜈(𝑖)𝑡 = 𝜈(𝑖)𝑑 = 𝜈 (usually
aken to be equal to the Debye frequency, i.e. 𝜈 = 1013 Hz).

Assuming that traps represent local defects in the lattice, the num-
ber of trap sites is commonly assumed to be much smaller than the
number of lattice sites, that is 𝑁𝑇 ≪ 𝑁𝐿; i.e., 𝑁𝐿∕(𝑁𝐿 +𝑁 (𝑖)

𝑇 ) ≈ 1. On
his basis, the equilibrium equation in Eq. (6) reduces to:
𝜕 𝜃(𝑖)𝑇
𝜕 𝑡 =

[

𝑘(𝑖)𝜃𝐿
(

1 − 𝜃(𝑖)𝑇
)

− 𝑝(𝑖)𝜃(𝑖)𝑇
(

1 − 𝜃𝐿
)

]

, (7)

with

𝑘(𝑖) = 𝜈(𝑖)𝑡 exp

(

−
𝐸(𝑖)
𝑡

)

, 𝑝(𝑖) = 𝜈(𝑖)𝑑 exp

(

−
𝐸(𝑖)
𝑑

)

. (8)

𝑅𝑇 𝑅𝑇 s
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Note that this equilibrium equation implies solving another PDE
(per trap type) along with the extended diffusion equation in Eq. (1).
n steels, it is commonly assumed that 𝜃𝐿 ≪ 1 (∴1 −𝜃𝐿 ≈ 1), which may

further reduce Eq. (7); for the sake of generality, this simplification is
ot adopted here. Finally, one should note that the equilibrium Eq. (7)

requires the definition of the initial values of the trap occupancies
𝜃(𝑖)𝑇 (𝑥, 𝑡 = 0) = 𝜃(𝑖)𝑇 ,0. Here, Oriani’s equilibrium, discussed below, is
dopted to define 𝜃(𝑖)𝑇 ,0.

2.3. Oriani’s model

Oriani [26] assumed that trap kinetics occur on a much smaller
time scale than diffusion of hydrogen through the lattice. Such an
assumption implies that the chemical potentials of the hydrogen in
lattice sites and in trap sites are equal, which results in the time-
derivative in Eq. (7) being zero [10]. Assuming 𝜈(𝑖)𝑡 = 𝜈(𝑖)𝑑 = 𝜈, this
leads to:
𝜃(𝑖)𝑇

1 − 𝜃(𝑖)𝑇
=

𝜃𝐿
1 − 𝜃𝐿

𝐾 (𝑖)
𝑇 , (9)

with the equilibrium constant 𝐾 (𝑖)
𝑇 given by:

𝐾 (𝑖)
𝑇 = exp

(

−𝛥𝐻 (𝑖)

𝑅𝑇

)

. (10)

Note that Oriani’s equilibrium (9) can be also derived by considering
𝜈 → ∞ in Eq. (7) at finite 𝜕 𝜃(𝑖)𝑇 ∕𝜕 𝑡.

Introducing Eq. (9) into the diffusion model in Eq. (1), one can
rite:

𝜕 𝜃𝐿
𝜕 𝑡

⎧

⎪

⎨

⎪

⎩

1 +
𝑛𝑡
∑

𝑖=1

𝑁 (𝑖)
𝑇 𝐾 (𝑖)

𝑇

𝑁𝐿

[

1 +
(

𝐾 (𝑖)
𝑇 − 1

)

𝜃𝐿
]2

⎫

⎪

⎬

⎪

⎭

+
𝑛𝑡
∑

𝑖=1

𝑁 (𝑖)
𝑇 𝐾 (𝑖)

𝑇 𝛥𝐻 (𝑖)𝜙(𝜃𝐿 − 𝜃2𝐿)

𝑁𝐿𝑅𝑇 2
[

1 + (𝐾 (𝑖)
𝑇 − 1)𝜃𝐿

]2

= 𝐷𝐿
𝜕2𝜃𝐿
𝜕 𝑥2 , (11)

which reduces the problem to one single second-order PDE that exclu-
ively depends on 𝜃𝐿. Oriani’s model can also be derived from general-

ized thermodynamic potentials, as done by Svoboda and Fischer [41].
It is also worth noting that Kirchheim [40] derived approximate ana-
lytical expressions based on Oriani and showed how these could result
in a Kissinger-like equation that incorporates diffusion information.

3. TDS simulator

3.1. Software basics and architecture

The previous formulation has been coded in MATLAB environment
s a compact AppDesigner graphical user interface (GUI). The soft-
are is accessible as a standard MATLAB toolbox and provided as
ATLAB App Installer File TDS_Simulator.mlappinstall. The
pp can be downloaded from https://mechmat.web.ox.ac.uk/codes.

One can readily install the TDS Simulator package by double-clicking
the App Installer file or through MATLAB’s Install App button
within the Apps tab. Upon clicking on the TDS Simulator App icon,
the main graphical user interface (GUI) shows up, as depicted in Fig. 3.
Each of the options available within the different tabs provided is
iscussed below.

In regards to the software architecture, the coupled partial differen-
ial equations (PDEs) of the McNabb–Foster’s model, Eqs. (1) and (7),
re solved using finite differences and the ode15s solver in MATLAB.
he ode15s solver is a variable-order solver based on numerical
ifferentiation formulas (NDFs), which is especially well-suited for the
olution of stiff problems. On the other hand, Oriani’s model, Eq. (11),
s solved by using the PDE solver pdepe in MATLAB. The pdepe solver
s based on the method of lines which converts the given PDE into a
ystem of initial value problems. In this method, the spatial derivatives

https://mechmat.web.ox.ac.uk/codes
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Fig. 3. TDS Simulator: Main graphical user interface (GUI) of the software.
Table 1
Typical values of the relevant material parameters, representative of a wide range of metals and alloys. Data taken from the literature [24,42–46].
The estimate for the initial lattice content 𝐶0

𝐿 is based on Sievert’s law, Eq. (14), for room temperature and 30 MPa H2 exposure conditions.

Metal/alloy family 𝐸𝐿 [J/mol] 𝐷0 [m2/s] 𝑀𝑀 [g/mol] 𝜌𝑀 [g/cm3] 𝑁𝐿 [atom/m3] 𝑆 [mol/(m3
√

MPa)] 𝐶0
𝐿 [mol/m3]

Bcc iron 5690 7.23 × 10−8 55.847 7.847 5.1 × 1029 0.011 0.06
Nickel 40 200 6.44 × 10−7 58.693 8.9 9.1 × 1028 2.245 19.30
Aluminium 16 200 1.8 × 10−8 26.982 2.7 1.2 × 1029 2.5 × 10−6 1.3 × 10−5
Austenitic steel 53 600 6.2 × 10−7 55.847 7.847 8.5 × 1028 15.940 87.31
are replaced with algebraic approximations and the remaining time
derivatives are solved as a system of ordinary differential equations.
An automatic time-stepping routine in the pdepe solver ensures that
temporal convergence is achieved in each solution step. It should
also be noted that Oriani-based predictions are obtained using a non-
dimensional form of the governing equation. All the relevant equations
of this work (Oriani, McNabb–Foster) are provided in non-dimensional
form in Appendix for the sake of generality, but the present imple-
mentation only handles Oriani’s model in non-dimensional form. The
App also includes an optimization module to automatically determine
trap characteristics from experimental data. The characteristics of this
module, which requires access to MATLAB’s Optimization toolbox,
are discussed below. In addition, the App includes the possibility of
saving (and loading) projects through the Save Project As (and
Load Project) tabs. This enables saving the set of parameters and
results as a .mat file, for subsequent use or exchange among users.
Finally, as visible in Fig. 3, there is a Run Simulation button that
starts the simulation and promptly provides its output on the graph
below (typical simulation times are on the order of seconds). The output
of the simulation can be saved as a Matlab figure (.fig extension,
printer-like icon on the top left) or as a text file (.txt extension,
document-like icon on the top left). In addition, one can also undock
the figure.

3.2. Elements of the App

As shown in Fig. 4, the TDS Simulator App includes four main
tabs, aimed at: (i) establishing the characteristics of the simulation
(Simulation tab), (ii) defining the material, numerical, and test
parameters (Model parameters tab), (iii) describing the trap char-
acteristics (Hydrogen traps tab), and (iv) fitting experimental data
(Fit experimental data tab). Each of these is described in detail
below.
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3.2.1. Simulation tab
As shown in Fig. 4(a), the Simulation tab is aimed at defining the

choice of hydrogen transport theory and specifying output characteris-
tics (including units). First, the user must select the hydrogen trapping
model to be employed, among the three described in Sections 2.1 to 2.3;
i.e., no traps (lattice only), Oriani, and McNabb–Foster. It should be
noted that the App allows selecting multiple choices simultaneously,
to facilitate the comparison of the output of the different models.
Additionally, the user can select the graphical options of the analysis
for both the vertical and horizontal axes of the graph. For the horizontal
axis, a typical output is the temperature 𝑇 , but time 𝑡 is also an option.
For the vertical axis, the user can pick between showing the flux 𝐽 , as
per Eq. (2), the hydrogen desorption rates 𝛥𝐶, as per Eq. (3), or the
hydrogen distribution as a function of space and time (temperature).
The last option, shown in the inset of Fig. 3, allows the user to
visualize the distribution of lattice (𝐶𝐿(𝑥, 𝑡)), trapped (𝐶𝑇 (𝑥, 𝑡)), or total
(𝐶(𝑥, 𝑡)) hydrogen concentrations within the sample, as a function of
temperature, using a 3D plot. For the case of the desorption rate, the
total hydrogen desorption rate (𝛥𝐶, CL+CT) is often the quantity of
interest, as it is the output of the experiment; however, as discussed
below in one of the examples, plotting the lattice (𝛥𝐶𝐿, CL) and trapped
(𝛥𝐶𝑇 , CT) desorption rates is also useful to gain insight into hydrogen
partitioning. For each of these output quantities (𝐽 , 𝛥𝐶, 𝐶(𝑥, 𝑡)), the
user is asked to pick among the most typically used units. For the flux,
these are mol/(m2 s), mol/(cm2 s) and wt ppm m∕s, while mol/m3,
mol/cm3 and wt ppm are available for the hydrogen content, and
mol/(m3 s), mol/(cm3 s) and wt ppm/s can be used for the desorption
rate. Finally, the user also has the flexibility of including a grid in the
graphical output if desired.

3.2.2. Model parameters tab
The inputs to the TDS experiment are provided in the Model

parameters tab, shown in Fig. 4(b). There are essentially three cate-
gories of inputs: test inputs, numerical inputs, and material parameters.
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Fig. 4. TDS Simulator: Simulation tab (a), Model parameters tab (b), Hydrogen traps tab (c), Fit experimental data tab (d).
Test inputs include the sample thickness (𝐿, in metres), the heating rate
(𝜙, in K/s), the resting time (𝑡rest, in s), and the minimum and maximum
temperatures (𝑇min and 𝑇max, respectively, in K). The resting time refers
to the time between the end of the hydrogen charging process and
the beginning of the TDS test. During this resting period, the sample
is held at room temperature for times that typically vary between
5 and 45 min., depending on the experimental approach adopted.
Accordingly, the temperature variation is expressed as,

𝑇 = 𝑇0 + 𝜙 ⟨𝑡 − 𝑡rest⟩ , (12)

where ⟨⋅⟩ stands for Macaulay brackets (i.e. ⟨𝑥⟩ = 𝑥 if 𝑥 ≥ 0, otherwise
⟨𝑥⟩ = 0).

Two numerical parameters are defined, the number of temperature
evaluations (temperature discretization) and the number of elements
used to discretize the bar (sample thickness). The former mainly gov-
erns the number of data points shown as an output of a simulation; the
default value of 200 has been shown to provide a sufficiently smooth
representation in the case studies tested, but users can increase this
number if needed (or reduce it, to achieve small computational gains).
The number of elements used to discretize the bar has to be sufficiently
large to result in a converged solution. The default number of 100
has proven to be sufficiently large to deliver an accurate result in all
the case studies considered here and is therefore likely to be suitable
for most if not all problems. However, the user can readily conduct a
sensitivity study. This might be important before running optimization
analyses that may involve thousands of simulations, where calcula-
tion times are very sensitive to the number of elements used and a
converged result might be achieved with a coarser mesh.

The last category of inputs in the Model parameters tab corre-
sponds to the material parameters. These include the activation energy
for lattice diffusion 𝐸𝐿 (in J/mol), the pre-exponential diffusion factor
𝐷0 (in m2/s), the molar mass 𝑀𝑀 (in g/mol), the mass density 𝜌𝑀
(in g/cm3), and the density of lattice sites 𝑁𝐿 (in atomic sites/m3).
The molar mass 𝑀𝑀 and the mass density 𝜌𝑀 are only used for unit
conversion purposes. These quantities are also related to the density of
lattice sites 𝑁𝐿, e.g., for bcc iron

𝑁𝐿 =
𝛽 𝑁𝐴𝜌𝑀
𝑀𝑀

=
6 [sites∕at] ⋅ 6.022 × 1023 [at∕mol] ⋅ 7847.4 [kg∕m3]

0.0558 [kg∕mol]
= 5.1 × 1029 [sites∕m3] (13)

But, for the sake of flexibility, 𝑁𝐿 is not automatically estimated
and the user is instead asked to provide its magnitude as an input.
It is worth emphasizing that the formulation adopted here integrates
into 𝑁𝐿 the density of the host metal lattice (solvent atoms per unit
volume) and 𝛽, the number of lattice sites per atom; i.e., here 𝑁 is
𝐿
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equivalent to what some papers in the literature denote as 𝛽 𝑁𝐿. As
a result, the magnitude of 𝑁𝐿 in bcc iron is 5.1 × 1029 sites/m3, as
per Eq. (13), and not 8.46 × 1028 at/m3. The same applies to the trap
density, where 𝑁𝑇 integrates the number of traps per unit volume and
the number of atom sites per trap, often referred to as 𝛼 in the literature
(i.e., here 𝛼 ≡ 1). Some typical values of the material inputs required in
TDS Simulator are provided in Table 1. Since the properties provided
refer to lattice characteristics, the materials included in Table 1 are
nominally representative of that broader alloy class. For example, the
bcc iron data is suitable for ferritic steels, such as pipeline steels, but is
also a reasonable approximation for other carbon and low-alloy steels,
such as bainitic and martensitic steels.

It must be noted that Table 1 includes the initial hydrogen concen-
tration in the lattice, 𝐶0

𝐿, which is related to both the material under
consideration (solubility) and the test conditions (hydrogen charg-
ing environment). Its quantification is relatively straightforward for
gaseous hydrogen (H2) charging conditions, using Sievert’s law [43]:

𝐶𝐿 = 𝑆
√

𝑝H2
(14)

where 𝑆 is the material solubility and 𝑝H2
is the H2 pressure. However,

its quantification for aqueous electrolyte environments is significantly
more complex [47,48]. Nevertheless, as discussed below, predictions
are not so sensitive to this input and therefore providing an initial esti-
mate for 𝐶0

𝐿 within the right order of magnitude is sufficient to obtain
accurate results over a wide range of environments. To facilitate this,
Table 1 includes the lattice hydrogen concentration that corresponds to
room temperature and 30 MPa H2 exposure conditions.

Finally, the user must specify, at the bottom of the Model param-
eters tab, the number of trap types to be expected for this material
(𝑛𝑡).

3.2.3. Hydrogen traps tab
The Hydrogen traps tab, shown in Fig. 4(c) compiles the char-

acteristics of up to 6 different trap types, with the relevant information
requested depending on the hydrogen transport model selected in the
Simulation tab. For the choice of Oriani, the inputs are the trap den-
sity 𝑁𝑇 (in sites/m3) and the trap binding energy 𝛥𝐻 (in J/mol), with
the latter being a negative quantity. For the McNabb–Foster model, in
addition to the trap density 𝑁𝑇 , the user can introduce the activation
energy for trapping (𝐸𝑡) and detrapping (𝐸𝑑), with the trap binding
energy being automatically estimated from these, 𝛥𝐻 = 𝐸𝑡 − 𝐸𝑑 . By
default, as is common in the literature, 𝐸𝑡 is taken to be the same as the
lattice activation energy 𝐸𝐿. Therefore, if one changes the value of 𝛥𝐻 ,
𝐸𝑡 remains constant and 𝐸𝑑 is varied accordingly. In addition, the user
can input the trapping and detrapping vibration frequencies, 𝜈𝑡 and 𝜈𝑏,
respectively. These are set to the Debye frequency 𝜈 = 𝜈 = 𝜈 = 1013 Hz
𝑡 𝑑
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Fig. 5. Using TDS Simulator to determine trapping characteristics by the automatic fitting of experimental data: (a) screenshot of the module used for the introduction of
experimental data, and (b) graphical output of the parameter inference process.
by default. For both transport models, trap inputs must be introduced
for every trap type, with the number of trap types being previously
selected in the Model parameters tab. As described below, when
the fitting algorithm is employed, these trapping variables are varied
until a good fit with the experimental data is attained.

3.2.4. Fit experimental data tab
The Fit experimental data tab enables uploading experimen-

tal data and inferring the trapping parameters that best describe these
data by using an optimization-based algorithm. TDS Simulator reads
.txt files with two columns, the first one of which should be the
temperature, while the second one can be desorption rate (DeltaC)
or flux (Flux). As shown in Fig. 4(d), the user must specify the
variable of the second column (𝛥𝐶 or 𝐽 ) and the units of both columns.
Once uploaded, the set of experimental data points is automatically
plotted in the graph, facilitating comparison with numerical outputs.
The possibility to see both experimental and numerical TDS spectra in
the same graph facilitates a manual, trial-and-error fitting procedure
by the user if desired. However, as described below and shown in the
bottom part of Fig. 4(d), an automatic procedure is also included.

TDS Simulator includes a specific module for loading experimental
TDS data and inferring trapping parameters from this data, as shown
in Fig. 5. Specifically, the software includes a deterministic parameter
inference algorithm based on the particle swarm algorithm (PSO) im-
plemented in MATLAB, which requires access to the Optimization
Toolbox. The PSO is a bio-inspired evolutionary algorithm, particu-
larly well-suited for the solution of non-convex optimization problems.
This algorithm searches the space of an objective function by adjusting
the trajectories of individual solutions, called particles, as the piecewise
paths formed by positional vectors in a quasi-stochastic manner [49].
In TDS Simulator, the objective function is simply defined as the root
mean squared error between the experimental hydrogen desorption
curve and the predictions of the selected model, that is:

𝐹 (θ) =
√

E
[

(

𝛥𝐶𝑒𝑥𝑝 − 𝛥𝐶𝑛𝑢𝑚(θ)
)2
]

, (15)

with E denoting the expectation operator. The minimization of 𝐹 (θ)
results in the following constrained non-linear optimization problem:

θ = minθ∈D 𝐹 (θ), (16)

with the vector θ containing the trap parameters to be inferred and
constrained within a certain physically meaningful range D described
below. For simplicity, the trapping energy is fixed to the lattice activa-
tion energy, i.e. 𝐸(𝑖) = 𝐸 [50] and 𝜈 = 𝜈𝑡 = 𝜈𝑑 is assumed, limiting the
𝑡 𝐿
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software to infer the values of the binding energy 𝛥𝐻 (𝑖) and the density
𝑁 (𝑖)

𝑇 of the defined traps, for both Oriani and McNabb–Foster models.
Two different optimization approaches are available in TDS Sim-

ulator, including a global and a local search approach. These two
approaches are equivalent and only differ in the allowed range of
variation in D. The global approach restraints the optimization problem
in Eq. (16) to a broad variation range, that is D ∶=

{

− 150 kJ/mol

≤ 𝛥𝐻 (𝑖) ≤ −15 kJ/mol;𝑁𝐿 ⋅ 10−8 ≤ 𝑁 (𝑖)
𝑇 ≤ 𝑁𝐿 ⋅ 10−1

}

. On the other
hand, the local search approach forces the optimizer to look for
solutions in a neighbourhood of values that are within 80%–120% of
the nominal values manually introduced by the user in the software
(Fig. 5(c)). As the optimization progresses, the software displays a
graph showing the convergence of the solutions and the optimal flux
solutions, see Fig. 5(b). While these two approaches have proven to
work well over the datasets considered so far, there are numerous
other optimization algorithms that can be employed to enhance this
fitting procedure. To facilitate the inverse calibration, the user is recom-
mended to use the options available in the Simulation tab (Fig. 4(a))
for displaying hydrogen desorption, including total desorption 𝛥𝐶,
lattice desorption 𝛥𝐶𝐿, and trap desorption 𝛥𝐶 (𝑖)

𝑇 . These results can
provide insight into the contribution of hydrogen traps and the lattice
to the total desorption, helping to define the number of traps during
calibration. Additionally, if the calibration results are not satisfactory,
possibly due to the lack of convexity in the optimization problem, the
user is advised to increase the number of particles (population size) and
decrease the optimization tolerance.

It is important to note that TDS Simulator allows adjusting the
initial hydrogen concentration as the optimization progresses. Note
that, when an experimental 𝛥𝐶 versus 𝑇 curve is available, the area
under the curve gives the total hydrogen concentration, 𝐶𝑒𝑥𝑝. Since
there is a finite amount of hydrogen in the metallic sample, then we
have 𝐶0

𝐿 +
∑𝑛𝑡

𝑖=1
(

𝐶0
𝑇
)(𝑖) = 𝐶𝑒𝑥𝑝. Considering Oriani’s equilibrium in

Eq. (9):
(

𝐶0
𝑇
)(𝑖) = 𝑁 (𝑖)

𝑇

𝐾 (𝑖)
𝑇 𝐶0

𝐿

𝑁𝐿 + 𝐶0
𝐿

(

𝐾 (𝑖)
𝑇 − 1

) , (17)

and, therefore, the mass conservation law can be rewritten as:

𝐶0
𝐿 +

𝑛𝑡
∑

𝑖=1
𝑁 (𝑖)

𝑇

𝐾 (𝑖)
𝑇 𝐶0

𝐿

𝑁𝐿 + 𝐶0
𝐿

(

𝐾 (𝑖)
𝑇 − 1

) = 𝐶𝑒𝑥𝑝, (18)

Hence, when fitting experimental curves, TDS Simulator can follow
the following iterative algorithm: (i) Pick a value for 𝑁 (𝑖) and 𝛥𝐻 (𝑖),
𝑇 𝑇
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giving 𝐾 (𝑖)
𝑇 according to Eq. (10); (ii) Estimate 𝐶0

𝐿 from Eq. (18); (iii)
btain the resulting TDS curve and evaluate the objective function in
q. (16), returning to (i) until the user-defined tolerance is met or the

maximum number of iterations is reached. In this way, the predicted
trapping values are consistent and 𝐶0

𝐿 no longer becomes a user input
ut is instead determined from the data. Nonetheless, note that this
ption may compromise the convergence of the inverse calibration
nd, therefore, it should be applied with caution. In addition, this

option is only suitable when hydrogen egress during the resting time is
egligible.

4. Results: Validation

This section presents a thorough validation analysis of the outputs
of TDS Simulator. This verification exercise addresses, step-by-step,
each of the elements of the formulation implemented. In Section 4.1,
the lattice diffusion model without traps is validated against analyt-
cal results, first presented by Kirchheim [40]. Then, the predictions

obtained with Oriani’s model for a one-trap system are benchmarked
gainst the numerical results from Raina et al. [24] in Section 4.2.

Subsequently, in Section 4.3, the McNabb and Foster implementation
s validated against the results obtained by Legrand et al. [33] for a
ne-trap system. Multi-trap predictions based on Oriani’s model are
alidated, in Section 4.4, against results obtained by Drexel and co-
orkers using finite differences [51]. The literature is scarce on the

analysis of multiple-trap systems using McNabb–Foster [52,53]. While
this strengthens the novelty of this work, it hinders verification. To this
end, we conduct in Section 4.5 an analysis of a two-trap alloy with both

riani and McNabb–Foster models, showing how the predictions of the
atter converge to the former for a sufficiently high value of 𝜈.

4.1. Lattice desorption

The implementation of the analytical formulation previously intro-
duced in Section 2.1 is validated with the results reported by Kirch-
heim [40] in Fig. 6. Following Ref. [40], the simulation parameters
comprise 𝐿 = 100 mm, 𝜙 = 0.001 K/s, 𝐶0

𝐿 = 0.001 mol/mm3,
0 = 0.5 mm2/s, and 𝐸𝐿 = 4150 J/mol. As in Ref. [40], we produce

analytical estimations considering one (𝑛 = 0) and three (𝑛 = 3)
terms. Additionally, an approximation of the case 𝑛 → ∞ considering
𝑛 = 800 terms as well as a numerical result obtained by solving the
McNabb–Foster model in Section 2.2 with no sink term are included.

s shown in Fig. 6, excellent agreement is attained with the work
y Kirchheim [40], verifying the lattice (no traps) implementation.
lso, as reported by Kirchheim [40], it is evident that the agreement

between the numerical solution and the analytical one improves as the
umber of terms considered in Eq. (4) increases. It is worth noting
hat this lattice-only curve cannot be captured by a Gaussian function,
ighlighting the need for more suitable approaches to infer lattice and
ndividual trap type contributions (a typical Gaussian-based approach
ould have wrongly inferred trapping contributions from the ‘shoulder’
n the left side of the figure).

4.2. Oriani; single trap system

The implementation of Oriani’s model, presented in Section 2.3,
is validated against the results reported by Raina et al. [24] for
one hydrogen trap (𝑛𝑡 = 1). Since Oriani’s model was formulated
in non-dimensional form in Ref. [24], the results are compared in
Fig. 7 in terms of non-dimensional TDS flux versus temperature curves
see Appendix for a complete description of the non-dimensional formu-
ation). The parameters used in the simulations, taken from Ref. [24],

are 𝛥𝐻 = −10, 𝜃0𝐿 = 10−6, 𝐸𝐿 = 2.75, 𝜙 = 0.1, and 𝑁 = 10−3.
dditionally, to assess the effect of the resting time defined in Eq. (12),

the flux estimates for four different magnitudes of the resting time
𝑡 ) have been included in Fig. 7. An excellent fit is attained between
rest
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Fig. 6. TDS desorption spectrum predictions for the case of an alloy without hydrogen
traps. Comparison of present results (lines) with Kirchheim [40] (symbols). The perfect
agreement obtained validates the implementation of the lattice (no traps) model.

Fig. 7. TDS simulation with varying rest period 𝑡rest. The non-dimensional flux 𝐽
s plotted against the non-dimensional temperature 𝑇 (refer to Appendix for non-
imensional quantities). The analysis also serves to validate the Oriani implementation,
s data for 𝑡rest = 0 has been reported by Raina et al. [24] (Fig. S2 in their
upplementary Material).

the predictions by TDS Simulator and the results reported by Raina
et al. [24], both for 𝑡rest = 0. Note that, when the resting time is not
onsidered, the flux curve exhibits an initial spike due to the rapid
esorption of lattice hydrogen. This spike attenuates as the resting
ime increases, bringing a concomitant decrease in the initial flux. The
resent case study validates the implementation of the Oriani transport
odel.

4.3. McNabb–Foster; single trap system

We proceed to validate the implementation of the McNabb–Foster
diffusion model in Section 2.2 against the results reported by Legrand
et al. [33] for one single hydrogen trap. In this case, the input quan-
tities, as per Ref. [33], are 𝐷 = 2.74 × 10−6 m2/s, 𝑁 = 1.27 × 1029
0 𝐿
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Fig. 8. Validation of the McNabb–Foster implementation. Comparison between TDS
esorption spectrum predictions for the lattice and trapped hydrogen reported by
egrand et al. [33] (symbols) and those obtained with TDS Simulator (lines).

sites/m3, 𝑁𝑇 = 1.2 × 1024 sites/m3, 𝐿 = 4 mm, 𝜙 = 50 K/min,
𝑡 = 𝐸𝐿 = 19.29 kJ/mol, 𝐸𝑑 = 53.69 kJ/mol (𝛥𝐻 = −44.4 kJ/mol),
0
𝐿 = 1 mol/m3, 𝜈𝑡 = 0.1 GHz, and 𝜈𝑑 = 10 THz. In this case, we do
ot use Oriani’s equilibrium to define the initial trap occupancy, as
mplemented by default in TDS Simulator, and instead set it to 𝜃(1)𝑇 ,0 = 1,
s in Ref. [54]. The obtained results are shown in Fig. 8 in terms of the

quantity of hydrogen that escaped the simulated TDS specimen at each
time (desorption rate), as computed using Eq. (3). The results show
an excellent agreement with those reported by Legrand et al. [33],
verifying the implementation of the McNabb–Foster formulation.

4.4. Oriani; multi-trap system

To validate the implementation of the Oriani model for multi-trap
systems, the predictions by TDS Simulator are benchmarked against the
results obtained by Drexler and co-workers using the finite differences
method [51]. Mimicking Fig. 6d in Ref. [51], we consider a two-trap
system with the following parameters: 𝐷0 = 0.133 × 10−6 m2/s, 𝐿 =
1 mm, 𝐸(1)

𝑡 = 𝐸(2)
𝑡 = 𝐸𝐿 = 5.63 kJ/mol, 𝜙 = 2 K/s, 𝑁𝐿 = 1.2291 × 1029

atom/m3, 𝑁 (1)
𝑇 = 6.0221 × 1025 sites/m3, 𝛥𝐻 (1) = −30 kJ/mol (𝐸(1)

𝑑 =
35.63 kJ/mol), 𝑁 (2)

𝑇 = 6.0221 × 1024 sites/m3, 𝛥𝐻 (2) = −70 kJ/mol (𝐸(2)
𝑑 =

75.63 kJ/mol), and 𝐶0
𝐿 = 0.1 mol/m3. The output of this validation

exercise is provided in Fig. 9, with the blue curve denoting the results
obtained with TDS Simulator and the red circles being the output of
the finite difference calculations by Drexler et al. [51]. A very good
it is found between the reference results and the predictions by TDS
imulator, demonstrating the validity of the implemented formulation.

4.5. McNabb–Foster; multi-trap system

Finally, to verify our implementation of the McNabb–Foster model
for multi-trap systems, we run simulations for the same multi-trap
system using both Oriani and McNabb–Foster models to see if the latter
onverges to the former when 𝜈𝑑 , 𝜈𝑡 → ∞, as expected theoretically. To

this end, an alloy with two trap types and the following parameters is
considered: 𝐷0 = 2.74 × 10−6 m2/s, 𝐿 = 4 mm, 𝐸(1)

𝑡 = 𝐸(2)
𝑡 = 𝐸𝐿 = 19.29

kJ/mol, 𝜙 = 0.2 K/s, 𝑁𝐿 = 1.27 × 1029 atom/m3, 𝑁 (1)
𝑇 = 1.2 × 1024

sites/m3, 𝛥𝐻 (1) = −44.4 kJ/mol (𝐸(1)
𝑑 = 63.69 kJ/mol), 𝑁 (2)

𝑇 = 2.2 × 1024
sites/m3, 𝛥𝐻 (2) = −74.4 kJ/mol (𝐸(2)

𝑑 = 93.69 kJ/mol), 𝐶0
𝐿 = 1 mol/m3,

and 𝜃0 = 1. Then, for the McNabb–Foster model, the jump frequency
𝑇

518 
Fig. 9. Validation of the Oriani implementation for multi-trap systems. Comparison
between the hydrogen flux predictions reported by Drexler et al. [51] (markers) and
those obtained with TDS Simulator (solid line).

is taken to be the same for the two trap types and for trapping and
detrapping (i.e., 𝜈 = 𝜈(1,2)𝑑 = 𝜈(1,2)𝑡 ), and is varied from 104 to 1010 Hz.

he results obtained, shown in Fig. 10, reveal clear agreement between
Oriani and McNabb–Foster predictions for sufficiently high values of
the jump frequency 𝜈. Specifically, the simulations conducted here
show that a jump frequency equal to or larger than 𝜈 = 108 Hz is
sufficiently large for trap kinetics to occur on a much smaller time
scale than hydrogen diffusion, with the 𝜈 = 108 (orange circles) and
𝜈 = 1010 (green squares) results overlapping with the prediction based
on Oriani’s equilibrium (red line). It should be emphasized that this
value of 𝜈 = 108 Hz is much smaller than the Debye frequency (𝜈 =
1013 Hz), suggesting that Oriani’s equilibrium generally holds. This
is in agreement with the findings by Toribio and Kharin [55], who
concluded in their generalized trapping analysis that Oriani’s model is

eaningful for bcc steels.

5. Results: experimental calibration and usage examples

We now showcase how TDS Simulator can be employed to de-
termine trapping characteristics from experimental TDS spectra by
analysing two datasets corresponding to two martensitic steels, 4340
high-strength tempered martensitic steel (Section 5.1) and a martensitic
steel containing Ti carbides (Section 5.2).

5.1. Trapping characteristics of a 4340 tempered martensitic steel

For the first example, TDS Simulator is used to analyse the TDS data
obtained by Novak et al. [56] for a high-strength tempered 4340 steel.

he first step is to digitize the experimental 𝛥𝐶 (wt ppm/min) vs 𝑇 (C)
data, convert it to wt ppm/s vs C, and store it in a 2-column .txt
file. The user must then open TDS Simulator and make appropriate
choices. This means, in the Simulation tab, to select the appropriate
graphical output (𝛥𝐶, in this case, with the default 𝐶𝐿 + 𝐶𝑇 option),
and 𝑥-axis quantity (temperature). The units must then be selected as
wppm/s and Celsius. One then goes to the Fit experimental data
tab, makes appropriate choices for the second column variable (in this
case: 𝛥𝐶, DeltaC) and the units (C and wppm/s for the first and the
second column, respectively), and clicks Load experimental data
to select the .txt file. The experimental data will be automatically

plotted on the right side of the GUI.
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Fig. 10. Comparison of TDS simulations considering no trapping, Oriani’s model, and
he McNabb–Foster formulation for different values of jump frequency 𝜈𝑡 = 𝜈𝑑 = 𝜈. The
redictions obtained with the McNabb–Foster model for frequencies of 𝜈 = 108 Hz
orange circles) and 𝜈 = 1010 (green squares) are in perfect agreement with the
redictions obtained upon assuming Oriani’s equilibrium.

The next step is to define the analysis parameters in the Model
arameters tab. The thickness of the sample was reported to be

𝐿 = 0.0063 m [56]. As shown in Appendix A of Ref. [56], multiple
heating rates were considered; here, we focus first on the results for the
200 ◦C/h (𝜙 = 0.055 K/s) case, as it provides the richest TDS output,
and then consider the other two heating rates (100 and 50 ◦C/h).

he resting time is not provided so a typical value of 45 min. is
onsidered (𝑡rest = 2700 s). The experimental data goes from a minimum
emperature of approximately 20 ◦C to a maximum temperature of
20 ◦C; thus, we define 𝑇min = 293 K and 𝑇max = 893 K. The default nu-
erical inputs are assumed; i.e., a number of temperature evaluations

f 200 and a 100-element discretization. In terms of material inputs,
he properties characteristic of the ferritic lattice are appropriate for
artensitic steels, and even more for tempered martensitic steels, as

is the case here. Therefore, the values adopted are those listed for the
bcc iron material family in Table 1; that is, activation energy for lattice
iffusion 𝐸𝐿 = 5690 J/mol, pre-exponential diffusion factor 𝐷0 = 7.23 ×
0−8 m2/s, molar mass 𝑀𝑀 = 55.847 g/mol, mass density 𝜌𝑀 = 7.8474
/cm3, and lattice site density 𝑁𝐿 = 5.1 × 1029 atom/m3. No details

are provided of the charging condition, and therefore the value for the
initial lattice hydrogen concentration listed in Table 1 for bcc iron is
aken as a good approximation, 𝐶0

𝐿 = 0.06 mol/m3; other choices of 𝐶0
𝐿

re also considered later on to assess the importance of this assumption.
he number of traps is taken to be six; as discussed later, the fitting
lgorithm will automatically identify how many traps are needed to
eproduce the TDS spectrum and therefore picking the highest number
6) is advisable. Finally, it remains to select the hydrogen transport
odel and define the characteristics of each trap type. Regarding the

ormer, we choose to select Oriani in the Simulation tab, based on
he analysis of Section 4.5, which shows that Oriani’s assumption of
quilibrium is generally reasonable. Regarding the trapping variables,
e will make use of the fitting capabilities of TDS Simulator in this

xample and therefore leave unchanged the default values (a trap
inding energy of 𝛥𝐻 = −54.3 kJ/mol and a trap density of 𝑁𝑇 =
.5 × 1025 sites/m3, for all trap types).

The options available for the fitting procedure are provided in
he Fit experimental data tab. We choose to adopt the default
ptions: the global optimization algorithm, with a maximum number
f iterations equal to 150, a population size of 400, and a tolerance of
−11 3.2.4), the Update
0 . As per the guidelines above (see Section
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initial H concentration box is left unticked. Upon clicking
the Fit model button, TDS Simulator displays a ‘Please wait. Fit-
ting models...’ message, and information about the fitting procedure
is provided in MATLAB’s Command Window and through the new
window that TDS Simulator opens, as shown on the right side of
Fig. 5. Specifically, MATLAB’s Command Window displays statistics
describing the calculations in each iteration, including Iteration
(Iteration number), f-count (cumulative number of objective func-
tion evaluations), Best f(x) (best objective function value), Mean
f(x) (mean objective function value over all particles), and Stall
Iterations (number of iterations since the last change in Best
f(x)). The new window also displays the experimental curve (using
a red, dashed line) and the best TDS curves obtained for each iteration
by the optimization algorithm (dark blue line for the last best solution,
and light blue lines for the solutions in previous iterations), allowing
the user to readily visualize how the simulated curve approaches the
experimental one.

The result of the fitting algorithm is shown in Fig. 11(a), together
ith the experimental curve from Novak et al. [56]. The optimization

algorithm ends after 150 iterations, with a computation time in the
order of 45 min on a standard desktop computer. The results presented
in Fig. 11(a) show that the TDS Simulator fitting algorithm delivers a
very good agreement with the experiment, accurately capturing all the
eaks observed in the TDS spectrum, from the largest one at approxi-

mately 200 ◦C to the smallest ones that appear at higher temperatures.
By clicking on the Hydrogen traps tab, the user can see what trap
inding energies (𝛥𝐻) and densities (𝑁𝑇 ) have been found by the
lgorithm to better describe the TDS curve. In this case, it can be
een that the algorithm assigns a very small binding energy (|𝛥𝐻| ∼
9 kJ/mol) to two trap types, and upon plotting their contributions
o the desorption curve (Simulation tab, CT graphical output), one

can see that these are negligible or non-existent, with the TDS data
being governed by the remaining four other trap types. This is because
heir peaks appear at lower temperatures, below those considered in the
est, as it can be captured by extending the temperature range in the
imulation. Hence, TDS Simulator can be used to determine the number
f relevant trap types needed to rationalize a given TDS curve. This can
e readily seen in Fig. 11(b), where the contributions of the relevant

trap types are shown superimposed. These dominant trap types are
described by the following trapping parameters: 𝛥𝐻 (1) = −53.1 kJ/mol,
𝑁 (1)

𝑇 = 5.19 × 1024 sites/m3, 𝛥𝐻 (2) = −68.7 kJ/mol, 𝑁 (2)
𝑇 = 1.23 × 1024

ites/m3, 𝛥𝐻 (3) = −91.7 kJ/mol, 𝑁 (3)
𝑇 = 7.72 × 1023 sites/m3, 𝛥𝐻 (4) =

140.1 kJ/mol, 𝑁 (4)
𝑇 = 5.12 × 1023 sites/m3. It should be noted that the

lgorithm does not provide traps in any particular order; for the sake
f clarity, we have followed the numbering of Fig. 11(b), where traps

are ordered from smaller to larger absolute binding energy |𝛥𝐻|.
The results shown in Fig. 11(b) illustrate how the first peak is

mainly the effect of trap 1, the weakest trap among those observed in
this temperature regime (𝛥𝐻 (1) = −53.1 kJ/mol) but also the one with
the highest trap density (𝑁 (1)

𝑇 = 5.19 × 1024 sites/m3), which justifies
the peak height. The second trap contributes to the widening of the
peak observed at temperatures higher than 300 C. This second trap only
spreads out the main peak and does not generate a new one because its
binding energy (𝛥𝐻 (2) = −68.7 kJ/mol) is very close to that of trap 1,
and because of its notably smaller density (𝑁 (2)

𝑇 = 1.23 × 1024 sites/m3).
The TDS spectrum levels off slowly with increasing temperature due to
the contribution of trap 3, which is of a higher absolute binding energy
(𝛥𝐻 (3) = −91.7 kJ/mol) but of a lower height, due to its lower density
(𝑁 (3)

𝑇 = 7.72 × 1023 sites/m3). Finally, there appears to be an uptick
in hydrogen desorption rate at approximately 570 C, which is nicely
captured by a fourth trap with the highest (absolute) binding energy
(𝛥𝐻 (4) = −140.1 kJ/mol) and the lowest density (𝑁 (4)

𝑇 = 5.12 × 1023
sites/m3). Considering the underestimation in (absolute) trap binding
energies associated with Kissinger’s method, the values of 𝛥𝐻 attained
are sensible values for high-strength, tempered martensitic steels [57].
With the strongest trap being typically identified as metal carbides,
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Fig. 11. Using the inference fitting capabilities of TDS Simulator to gain insight into the trapping characteristics of a martensitic steel: (a) experimental [56] and simulated
desorption curves, with the latter being obtained using TDS Simulator’s optimization algorithm, and (b) contribution of each relevant type, as determined by TDS Simulator. In

b), traps are ordered from smaller to larger absolute binding energy |𝛥𝐻|.
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while traps 1 to 3 are within the range for martensitic interfaces,
rior austenite grain boundaries, and mixed dislocation cores [56,57].

However, it should also be noted that the size of the last, stronger
trapping contribution is very small, and could also be capturing an
experimental artifact (for example, a non-subtracted and higher than
usual baseline content).

The calibrated model is then used to conduct parametric studies that
an provide further insight into TDS Simulator’s predictions and the
ydrogen trapping characteristics of high-strength martensitic steels.
irst, as shown in Fig. 12(a), the choice of initial lattice hydrogen
oncentration 𝐶0

𝐿 is assessed. The results demonstrate that predictions
re largely insensitive to this choice for values spanning four orders

of magnitude. When the magnitude is taken to be approximately 1500
times the one reported in Table 1 (𝐶0

𝐿 = 87.31 mol/m3, versus a refer-
ence value of 𝐶0

𝐿 = 0.06 mol/m3), then a small deviation is observed
t the beginning of the TDS experiment. Significant differences are
nly observed if the initial lattice content is taken to be approximately
600 times smaller than the reference value (𝐶0

𝐿 = 1.3 × 10−5 mol/m3).
hese results show that uncertainties in the quantification of 𝐶0

𝐿 have
 negligible influence on predicted TDS results, and that the values
rovided in Table 1 constitute a reasonable starting point for TDS

Simulator users. Then, in Fig. 12(b), the influence of the trap density is
valuated by varying the magnitude of 𝑁 (1)

𝑇 . A decrease in the hydrogen
esorption rate is observed with decreasing trap density, in agreement
ith expectations. The role of the trap binding energy is evaluated

n Fig. 12c, with results showing how increasing trap depth (|𝛥𝐻|)
hifts the desorption peak towards higher temperatures. Interestingly,

some variations in peak height are also observed. Finally, the ability of
the model to predict behaviour at various heating rates is investigated
in Fig. 12d, as the reference experimental work by Novak et al. [56]
rovides data also for 100 and 50 ◦C/h. The simulation results cap-
ure the qualitative trend of the experiments but some quantitative
ifferences are observed in terms of peak height and location. A better
greement can be achieved by extending the present mono-energetic
escription to account for multi-energetic trapping energies — see
ef. [40]. The present modelling framework can also be enriched by
onsidering interconnected trap systems with trap fluxes, as formulated
y Toribio and Kharin [55].

5.2. The role of TiC trapping in martensitic steels

The last case study deals with the fitting of a TDS curve obtained by
ei and Tsuzaki for a tempered martensitic steel containing titanium
520 
carbides (TiC) [58–60]. These precipitates are known to be strong,
deep trapping sites, whose trapping capacity could be reflected by the
presence of a second peak in the TDS spectra at high temperatures. The
ame protocol as in the previous experimental case study (Section 5.1)

is followed. This involves first uploading the experimental TDS data
Fit experimental data tab), which is available as desorption rate
𝛥𝐶, in wt ppm/s) versus temperature (𝑇 , in Celsius). The appropriate
nits and quantities are then selected in the Simulation tab, where

Oriani’s transport model is picked, as it has shown to generally hold
Section 4.5). Then, we proceed to define the following test, numerical,
nd material inputs in the Model parameters tab. As per Refs. [58–

60], the sample thickness is 𝐿 = 5 mm and the tests are conducted using
a heating rate of 100 ◦C/h (𝜙 = 0.0278 K/s). The resting time is approxi-
mately equal to 𝑡rest = 120 s, shorter than most TDS experiments, as Wei
and Tsuzaki electroplated samples with cadmium to prevent hydrogen
egress and the TDS experiment was run within a few minutes from the
cadmium removal process. As shown below, this enables capturing the
initial spike due to rapid lattice desorption discussed in Section 4.2. The
initial and final temperatures are chosen to mimic the TDS experiment;
i.e., 𝑇min = 293 K and 𝑇min = 1100 K [58]. In terms of numerical
inputs, the default values are adopted: 200 temperature evaluations and
100 elements. The material employed is a tempered martensitic steel.
Therefore the lattice-related material properties reported in Table 1 for
bcc iron are suitable. This implies a lattice activation energy of 𝐸𝐿 =
5690 J/mol, a pre-exponential diffusion factor of 𝐷0 = 7.23 × 108 m2/s,

olar mass 𝑀𝑀 = 55.847 g/mol, mass density 𝜌𝑀 = 7.8474 g/cm3, and
lattice site density 𝑁𝐿 = 5.1 × 1029 atom/m3. Finally, it remains to define
the initial lattice hydrogen concentration 𝐶0

𝐿 and the number of trap
types. Regarding the former, hydrogen was introduced into the samples
using electrochemical charging, which hinders quantitative estimates.
As in the previous case study, the value provided in Table 1 could be
sed as a first approximation. However, it is worth noting that in their
xperiments, Wei and Tsuzaki used a recombination poison (NH4SCH)
o enhance hydrogen uptake. Given the notable effect that NH4SCH has
n augmenting hydrogen ingress, a value of initial lattice content ten
imes the one provided in Table 1 is adopted; 𝐶0

𝐿 = 0.6 mol/m3. The
number of traps is chosen to be five, as four traps appear to be sufficient
to describe the TDS spectrum of the martensitic steel studied in the
previous section and the algorithm has the ability to automatically
disregard the contribution from traps that are not required. No changes
are made to the default trapping values since the fitting algorithm is
used. The fitting procedure is used with the default parameters (150
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Fig. 12. Using TDS Simulator to gain insight into the trapping characteristics of a martensitic steel: (a) role of the initial lattice hydrogen content 𝐶0
𝐿, (b) influence of the trap

ensity 𝑁𝑇 , (c) influence of the trap binding energy, and (d) comparison with experimental data [56] at various heating rates.
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iterations, a population size of 400 and a tolerance of 10−11). The
ptimization ends upon reaching 150 iterations, which takes slightly

less than 40 min on a regular desktop computer.
The results of the analysis are given in Fig. 13. First, Fig. 13(a)

hows the predicted TDS curve alongside the experimental data. As in
he previous case study, TDS Simulator’s fitting algorithm is shown to
apture the characteristics of the experimental TDS spectrum very well,
rom the initial spike due to rapid desorption to the small peak arising
s a result of trapping at TiC precipitates. A subsequent analysis of the
rap parameters inferred by TDS Simulator reveals that the response
an be captured by four traps, whose relevant contributions to the
esorption curve are given in Fig. 13(b). The results reveal that the

sudden drop in desorption is governed by a shallow trap, with binding
energy 𝛥𝐻 (1) = −15 kJ/mol and a very high density (𝑁 (1)

𝑇 = 1.28 × 1028
sites/m3), in addition to the lattice hydrogen contribution. The TDS
curve then experiences an uptick to develop its most prominent peak,
which is mostly the consequence of the presence of a trap with a larger
absolute binding energy (𝛥𝐻 (2) = −48.5 kJ/mol) and a relatively large
density (𝑁 (2)

𝑇 = 7.19 × 1024 sites/m3). Similar to the previous case study,
the TDS test data shows a smooth drop in the desorption rate with
 a
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increasing temperature, due to the contribution of a nearby trap, in
terms of binding energy (𝛥𝐻 (3) = −64.7 kJ/mol), with a lower trap
density 𝑁 (3)

𝑇 = 3.11 × 1024 sites/m3. The desorption rate becomes almost
zero at approximately 400 ◦C but then shows another peak at around
80 ◦C, due to the presence of a deep trap with a strong binding
nergy (𝛥𝐻 (4) = −123.7 kJ/mol) yet the smallest trap density (𝑁 (4)

𝑇 =
8.85 × 1023 sites/m3). Once again, these values are consistent with the
iterature, considering the underestimation of |𝛥𝐻| values associated

with Kissinger’s method, with the strongest trap being incoherent TiC
particles, and the remaining traps having values typical of grain bound-
ries, dislocations and coherent TiC particles. Since introducing strong
raps into alloys is a strategy considered to design hydrogen-resistant
aterials [61], the combination of TDS experiments and the type of

analysis provided by TDS Simulator can serve to accelerate the process.

6. Conclusions

In this work, the first standalone software tool for simulating ther-
al desorption spectroscopy (TDS) experiments (TDS Simulator) is
resented, which enables the quantification of hydrogen trapping char-
cteristics in metals. TDS Simulator incorporates the two relevant
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Fig. 13. Using the inference fitting capabilities of TDS Simulator to gain insight into the trapping characteristics of a martensitic steel containing Ti carbides: (a) experimental [58–
60] and simulated desorption curves, with the latter being obtained using TDS Simulator’s optimization algorithm, and (b) contribution of each relevant type, as determined by
TDS Simulator.
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hydrogen transport models, Oriani and McNabb–Foster, and can han-
dle metallic systems with an arbitrary number of trap types. This
also brings novelty on the theoretical side, as TDS analyses resolving
trapping–detrapping kinetics (McNabb–Foster) have previously been
limited to one trap type; despite all alloys having multiple trap types.
TDS Simulator not only produces synthetic TDS data but also incorpo-
rates an inference algorithm to automatically determine trap binding
energies and densities from existing experimental data. The toolbox
is available as a MATLAB App, which includes a user-friendly GUI
and can be freely downloaded by the community. As demonstrated
in this work, the predictions of TDS Simulation agree with existing
literature data, and all of the elements of the framework have been
independently validated. The treatment of experimental data is also
addressed, to showcase the usage of the software and highlight its
strengths in providing the first toolbox for the automatic quantifi-
cation of trapping characteristics. In addition, its unique capabilities
(e.g., multiple theories and trap sites, ability to predict behaviour over
a wider range of temperatures) are exploited to gain new fundamental
insights. Among others, the results obtained show that,

• Oriani and McNabb–Foster give identical results for sensible val-
ues of the jump frequency, implying that trap kinetics occur on a
much smaller time scale than diffusion.

• The rapid desorption drop typically predicted in numerical TDS
analyses is not observed in experiments due to the resting time.

• The use of hydrogen transport models and a suitable inference
algorithm enables quantifying trapping data (binding energies
𝛥𝐻 and densities 𝑁𝑇 ) from a single TDS experiment.

• TDS spectra and associated trapping characteristics (𝛥𝐻 , 𝑁𝑇 ) are
relatively insensitive to the initial lattice hydrogen concentration,
reducing the sensitivity to hydrogen charging conditions.

• Desorption peak heights and locations are respectively governed
by the trap density and binding energy, with the latter also having
an influence on the desorption rate magnitude.

• Through its optimization module, TDS Simulator can automati-
cally determine how many trap types are needed to describe and
rationalize a given TDS curve.

The present work describes a new software tool that will enable
 better understanding of hydrogen-material interactions, which is of
elevance to the development of hydrogen-compatible materials for
522 
the energy transition and the prediction of hydrogen-assisted fail-
ures, which is a pervasive problem across sectors, including defence,
ransport, nuclear, and construction. TDS Simulator can be freely down-
oaded at https://mechmat.web.ox.ac.uk/codes.
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Appendix. Non-dimensional form of the governing equations

The previously introduced general multi-trap diffusion formulations
can be written in non-dimensional form considering the following
non-dimensional parameters:

https://mechmat.web.ox.ac.uk/codes
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𝑡 = 𝑇
𝑇0

; 𝜙 =
𝜙𝐿2

𝑇0𝐷0
𝜃𝐿 =

𝜃𝐿
𝜃0𝐿

; 𝜃(𝑖)𝑇 =
𝜃(𝑖)𝑇
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𝐷𝐿

𝐷0

(A.1)

𝑥 = 𝑥
𝐿

; 𝑡 =
𝑡𝐷0

𝐿2
; 𝛥𝐻 = 𝛥𝐻

𝑅𝑇0
; 𝑁 (𝑖)

𝑇 =
𝑁 (𝑖)

𝑇
𝑁𝐿

; 𝜈(𝑖)𝑡,𝑑 =
𝜈(𝑖)𝑡,𝑑𝐿

2

𝐷0

(A.2)

On this basis, the extended diffusion Eq. (1) can be rewritten as:

𝜕𝜃𝐿
𝜕𝑡

+
𝑛𝑡
∑

𝑖=1
𝑁 (𝑖)

𝑇

𝜃0𝑇
𝜃0𝐿

𝜕𝜃(𝑖)𝑇
𝜕𝑡

= 𝐷𝐿
𝜕2𝜃𝐿
𝜕𝑥2

, (A.3)

and Oriani’s equilibrium equation, Eq. (9), as:

(𝜃0𝑇 )
(𝑖)𝜃(𝑖)𝑇

1 − (𝜃0𝑇 )(𝑖)𝜃
(𝑖)
𝑇

=
𝜃0𝐿𝜃𝐿

1 − 𝜃0𝐿𝜃𝐿
𝐾 (𝑖)

𝑇 , (A.4)

with 𝐾 (𝑖)
𝑇 = 𝐾 (𝑖)

𝑇 = exp
(

−𝛥𝐻 (𝑖)∕𝑇
)

. Inserting Eq. (A.4) into Eq. (A.3),
one can write the following non-dimensional PDE:

𝜕𝜃𝐿
𝜕𝑡

⎧

⎪

⎪

⎨

⎪

⎪

⎩

1 +
𝑛𝑡
∑

𝑖=1

𝑁 (𝑖)
𝑇 𝐾 (𝑖)

𝑇
[

1 +
(

𝐾 (𝑖)
𝑇 − 1

)

𝜃0𝐿𝜃𝐿

]2

⎫

⎪

⎪

⎬

⎪

⎪

⎭

+
𝑛𝑡
∑

𝑖=1

𝐾 (𝑖)
𝑇 𝑁 (𝑖)

𝑇 𝛥𝐻 (𝑖)𝜙(𝜃𝐿 − 𝜃0𝐿𝜃𝐿
2
)

𝑇
2
[

1 + (𝐾 (𝑖)
𝑇 − 1)𝜃0𝐿𝜃𝐿

]2

= 𝐷𝐿
𝜕2𝜃𝐿
𝜕𝑥2

, (A.5)

Similarly, the McNabb–Foster’s equilibrium equation, Eq. (7), can
be rewritten as:

𝜕 𝜃0𝑇 𝜃
(𝑖)
𝑇

𝜕𝑡
=
[

𝑘(𝑖)𝜃0𝐿𝜃𝐿

(

1 − (𝜃0𝑇 )(𝑖)𝜃(𝑖)𝑇
)

− 𝑝(𝑖)(𝜃0𝑇 )
(𝑖)𝜃(𝑖)𝑇

(

1 − 𝜃0𝐿𝜃𝐿
)

]

, (A.6)

with

𝑘(𝑖) = 𝜈(𝑖)𝑡 exp

(

−
𝐸(𝑖)
𝑡

𝑅𝑇

)

, 𝑝(𝑖) = 𝜈(𝑖)𝑑 exp

(

−
𝐸(𝑖)
𝑑

𝑅𝑇

)

. (A.7)
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